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Architecture of High performance Reconfigurable
DSP processor

Manisha Ghosh, Saurav Mandal

Abstract— This paper proposed a reconfigurable DSP architecture and algorithms, such as Discrete Wavelet Transform (DWT) and
Fast Fourier Transform where basic building blocks are high performance adder, subtractors, multipliers etc. The reconfigurable
architecture reduces area and become cost-effective. In the proposed DWT architecture the input data are separated as even and odd
numbers of data as well as both data are input parallelly. This causes faster DWT operation then conventional architecture. In
conventional architecture N-point DWT is computed in N cycles where as in proposed architecture N-sample sequence is computed in
only N/2 cycles. Therefore this architecture is at least twice as fast as the conventional architecture. This paper proposed a parallel
pipeline based reconfigurable Fast Fourier Transform architecture which was increases the speed of computation. Finally, we had
verified the mat lab simulation result of the proposed FFT architecture by using mentor graphics tool. The proposed three architectures
had been synthesized using XILINX ISE 9.1i version and the results of the same had also presented..

Index Terms— Discrete Wavelet Transform, Matrix Multiplication, Fast Fourier Transform, Modulo Unit, Switch Matrix, Random Access Memory,
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1  INTRODUCTION
ignal processing function like Discrete Wavelet Transform
[1][2][3][4][7], Fast Fourier Transform[5][6][8] are
computationally intensive. If these functions are directly

mapped into the hardware, it can be shown that the basic
building blocks required for these function are same and most
of these functions partial parallelism[9] or temporal
parallelism[10] or both. Utilizing parallelism Von-Neumann or
Harvard architecture oriented processor has become
increasingly inefficient [11]. The advantage of executing
computing intensive functions at hardware speed resulted in
the emergence of Application Specific Integrated circuits
(ASICs). Even though ASICs offer highest possible
performance at lowest silicon cost, they suffer for
inflexibility[11]. Besides, if a particular application needs a
large  number  of  functions  to  be  executed  in  real-time  then  a
large number of ASIC chips will be required, which is not cost
effective. Field Programmable Gate Arrays (FPGA) is a high
performance programmable hardware and this has emerged
with an additional feature - dynamically reconfigurable at
run-time, which makes them attractive in many signal
processing applications. These deficiencies motivated the
design a new reconfigurable DSP architecture with the
following features:-
1) Major building blocks which are common to most of DSP
functions.
2) A particular DSP function is configured by dynamically
interconnecting these hardware blocks.

3) DWT architecture can compute N-sample sequence in N/2
cycle  and  hence  conceive  a  parallel  base  architecture  which
can operate twice as faster.

2.REVIEW OF DISCRETE WAVELET TRANSFORM
A basic implementation of a 1-D DWT [12][13][14] has been
done by using the Daubachies wavelet coefficients. Two
different output bands are produced by applying two FIR
filters on data input samples. A low pass filter produced low
frequency data by using h(x) coefficient and high pass filter
produced  high  frequency  data  by  using  high  pass  filter
coefficient g(x). The conventional DWT[12][13][14] consisted
of  N- tap low pass filter and N-tap high pass filter. Input data
are   a(0) a(1) a(2) a(3) ……..a(N).
During one cycle filtering is operated and the filtered values
are stored for next octave. Since one input data are filtered
during one cycle, the computation period is N.

3  DETAIL OF THE ARCHITECTURE.

3.1  Details of the architecture
In this architecture basic building blocks are Modulo Unit
(MU),  which  is  shown  in  Figure  1.  The  MU  consists  of
Functional blocks, Register Files, Buffers and Configurable
Networks (CN). Functional blocks include multipliers (M0-
M2), adder subtractors (A/S). Connection between the basic
building blocks of Modulo unit is established by the
configurable networks. IDR and ODR are the two array
registers. The architecture allows parallel loading of data in
register files IDR and ODR.  Another memory data coefficient
memory (DCM) is used to load the constant and the constant
again used in operation. Depending on the mode signal of the
CNs, the functional blocks can work in different modes(FFT,
DWT ).
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Basic  structure  of  CNs shown in  figure  2.  It  can  operate  upto  n
modes. In this architecture n=2 bit mode control signal is
required. Operation of configurable network for n=2 mode shown
in Table 1. Beside data it is also route the control signals. Control
signal is required to enable functional blocks like adder,
subtractor, multipliers. A special connection is required for
connecting IDR to CN0, CN1, CN2. This link will be used
basically faster operation where concurrent addition,
multiplication and subtraction is required. Depending upon the
mode of signals CNs send the data to adder, multiplier blocks and
output is available from ODM.

TABLE 1
DIFFERENT MODE OF CONFIGURABLE NETWORK

Modulo control unit shown in figure 3. It is consist of a
instruction decoder(ID), data decoder(DD), data address
generator(DAG), program address generator(PAG), control
flag signal(CS), control unit(CU), configurable memory (CM)
and two data register ( DR0, DR1). Instruction decoder decode

the instruction from outside of the processor and store them in
queue. CU fetch the instruction one by one from the ID. CU
has

generated control signals to program address generator.which
configure  the  configurable  memory.  The  CU  also  gives
instruction to data address generator (DAG). DAG generate
the location of the data in DR. DR has two segment one is DR0
for storing the intermediate results and DR1 for storing the
input from outside of the processor. MUXes select lines are
controlled by the control  unit  (CU).  PAG have generated two
addresses one for reading control data and another for
configuring the CM. In CM when execution is completed, it
will set the control flag signal in 1. Otherwise CU shows busy
signal with its previous instruction. Data decoder has decoded
the data from CM and generates control signals which is
reduce the width of control memory. The architecture is so
flexible that number of concurrent micro operation perform to
a single control word.

Convolution needs multiplication and  addition. The
architecture have performed DWT consists of multiplier,
adder and some registers. The filter have separated in two
parts, one has even index coefficient and other has odd index
coefficient. For simplicity we called it even filter and odd filter
respectively. If input data samples are even then it filtered by

Mode (n=1:0) Operation

00 Multiplication

01 Addition

10 Subtraction

11 Butterfly

Figure 1.  Block diagram of proposed Modulo Unit

Figure 2. Block diagram of Configurable Network

Figure 3. Block diagram of MU controller
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even filter and odd number of input data samples are filtered
by odd filter. In level 1 low pass filtered approx image output
have stored in register R for next level computation.

The input data are divided into two parts  and inputted them
in parallel. Let the input data will be:
a(0),a(2),a(4),a(6),……………..even part
a(1),a(3),a(5),a(7),……………..odd part
During one cycle, filtering is operated and the filtered values
are stored for next level operation. Two input data are filtered
during one cycle and the computation period becomes N/2.
The proposed FFT architecture consisted of Modulo Unit
(MU).  Number  of  MU  required  with  respect  to  FFT
computational points. The mathematical representation of
decimation-in-time algorithm as follows:

X(K)= WknN

n=0

        = =even X(n) WknN  + n=odd X(n) WknN

                  N/2 -1                                   N/2 -1

        = X(2m)Wk2mN  + X(2m+1)Wk(2m+1)N

                 m=0                    m=0

W2N  = WN/2   with  this substitution can be expressed as----
  N/2 -1                                            N/2 -1

X(K)=  f1(m)WkmN/2  + Wk   f2(m) WkmN/2

m=0                             m=0

X(k)=F1(k) + WkN F2(k)  ,k=0,1,..,N/2-1
    X(k+N/2)=F1(k) - WkN F2(k) , k=0,1,..,N/2-1

The decimation of the data sequence can be repeated
again and again until the resulting sequences are reduced
to one point sequence. For N=2J, this decimation can be
performed J=log2N times. Thus the total complex
multiplication is reduced to N/2 log2N. Number of
complex addition is Nlog2N. While one MU array is being
reconfigured the other array is computing one step of FFT.
Reconfigurable interconnection networks have  controlled
the MU for computing FFT.

5 EXPERIMENTATION AND RESULTS

The multiplier unit of processing element described in this
paper has been implimented.This being heart of the entire
system .The multiplier unit of the system has been design to
multiply two number.The code for the circuit is written in
verilog using XILINX ISE 9.1i version.The multiplier unit of
the system is implimented and tested on FPGA board for
proper working.Wide range of input combination is given and
the output has been verified.
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Figure 4. Block diagram of proposed DWT architecture

Figure 6. Block diagram of reconfigurable FFT

        a)    Original image              b)  compressed image

Figure 7. Matlab simulation result of DWT
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6  COMPARATIVE STUDY OF HARDWARE UTILIZATION
ON DWT ARCHITECTURE BY XILINX ISE 9.1I

6.1 Synthesis Result of DWT pipeline architecture
Device utilization summary:

Cell usages :                                             212
Number of Slices:                                     58 out of 10752
Number of Slice Flip Flops:                     91 out of 21504
 Number of 4 input LUTs:                        76 out of 21504
Number used as logic:                              72
Number used as Shift registers:                  1
 Number of IOs:                                        26
Number of bonded IOBs:                      26 out of   448

Timing Summary:
---------------
Speed Grade: -10

Minimum period: 2.192ns
Minimum input arrival time before clock: 3.494ns
Maximum output required time after clock: 3.677ns

Speed: 385.840MHz

/Synthesis result of proposed DWT parallel pipeline architecture

Device utilization summary:

Cell usage:                                   143

Number of Slices:                          29  out of  10752
Number of Slice Flip Flops:             2  out of  21504
Number of 4 input LUTs:               47 out of  21504
 Number used as logic:                    38
Number of IOs:                               26
 Number of bonded IOBs:              26  out of    448
Number of DSP48s:                         1  out of     48

Timing Summary:
---------------
Speed Grade: -10

 Minimum period: 0.698ns
 Minimum input arrival time before clock: 2.10ns

Speed: 1252.662MHz

 Power summary:                                                         P(mW)
  ----------------------------------------------------------------
 Total estimated power consumption:                             448

Figure 9. Matlab simulation result of DWTIJSER
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6.2 Time Delay Calculation of DWT, Matrix
Multiplication and FFT

FFT:
Total Time      12.681ns            (11.870ns logic, 0.811ns route)
                                                        (94.1% logic, 5.9% route)
Matrix Multiplication:
Total Time     9.413ns            (9.348ns logic, 0.545ns route)
                                                     (94.5% logic, 5.5% route)
DWT:
 Total Time    14.893ns          (12.208ns logic, 2.685ns route)
                                                    (82.0% logic, 18.0% route)

7  CONCLUSIONS
In this paper we  proposed a reconfigurable  architecture for
DSP applications, such as DWT, FFT etc. In the proposed
DWT architecture N-sample sequence computed in only N/2
clock cycles.This result allows high speed of computation by
means of parallel pipelining. The basic computation block like
multiplier, adder, substractor are fixed and DSP function can
be  implemented  only  change  the  configuration  of  CMs.
Numbers of LUTs and switches are reduced. So, the hardware
complexity of the architecture and power consumption
drastically reduced. The architecture provide a balance
performance between ASIC and FPGAs by enhancing the
speed and silicon utilization factor closed to ASIC..
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